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Abstract

Mathematical psychology and systems neuroscience have converged on stochastic
accumulator models to explain decision making. Ve examined saccade decisions in
monkeys while neurophysiological recordings were made within their frontal eye field.
Accumulator models were tested on how well they fit response probabilities and
distributions of response times to make saccades. We connected these models with
neurophysiology. To test the hypothesis that visually responsive neurons represented

perceptual evidence driving accumulation, we replaced perceptual processing time and drift
rate parameters with recorded neurophysiology from those neurons. To test the hypothesis
that movement related neurons instantiated the accumulator, we compared measures of
neural dynamics with predicted measures of accumulator dynamics. Thus, neurophysiology

cognitive control over decisions.

field, superior colliculus

both provides a constraint on model assumptions and data for model selection. We
highlight a gated accumulator model that accounts for saccade behavior during visual
search, predicts neurophysiology during search, and provides insights into the locus of
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Introduction

We make decisions all the time. Whom to
marry? What car to buy? What to eat? Whether to
turn left or right? Some are easy. Some are hard.
Some involve uncertainty. Some involve risk or
reward. Decision-making requires integrating our
perceptions of the current environment with our
knowledge and past experience and our assessments
of uncertainty and risk in order to select a
possible action from a set of alternatives. Behavioral
research on decision-making has had a long and
distinguished history in psychology (e.g., Kahne-
man & Tversky, 1984). We now have powerful
computational and mathematical models of how
decisions are made (e.g., Brown & Heathcote,
2008; Busemeyer & Townsend, 1993; Dayan &
Daw, 2008; Ratcliff & Rouder, 1998). And we
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know more about the brain areas involved in a range
of decision-making tasks (Glimcher & Rustichini,
2004; Heekeren, Marrett, & Ungerleider, 2008;
Schall, 2001; Shadlen & Newsome, 2001). To
develop an integrated understanding of decision-
making mechanisms, new efforts aim to combine
behavioral and neural measures with cognitive
modeling (e.g., Forstmann, Wagenmakers, Eichele,
Brown, & Serences, 2011; Gold & Shadlen, 2007;
Palmeri, in press; Smith & Raccliff, 2004), an
approach we aim to illustrate in some detail here.
We focus on perceptual decisions. Perceptual
decision-making involves perceptually representing
the world with respect to current task goals and
using perceptual evidence to inform the selection of
an action. A broad class of accumulator models of
perceptual decision-making assume that perceptual



evidence accumulates over time to a response
threshold (e.g., Bogacz, Brown, Moehlis, Holmes,
& Cohen, 2006; Brown & Heathcote, 2008;
Link, 1992; Nosofsky & Palmeri, 1997; Palmeri,
1997; Ratcliff & Rouder, 1998; Ratcliff & Smith,
2004; Ratcliff & Smith, in press; Smith & Van
Zandt, 2000; Usher & McClelland, 2001; see
also Nosofsky & Palmeri, 2015). These models
have provided excellent accounts of observed be-
havior, including the choices people make and
the time it takes them to decide. Moreover, the
observation that the pattern of spiking activity
of certain neurons resembles an accumulation to
threshold (Hanes & Schall, 1996) has sparked
exciting synergies of mathematical and computa-
tional modeling with systems neuroscience (e.g.,
Boucher, Palmeri, Logan, & Schall, 2007a;
Churchland & Ditterich, 2012; Cisek, Puskas, &
El-Murr, 2009; Ditterich, 2006, 2010; Mazurek,
Roitman, Ditterich, & Shadlen, 2003; Purcell,
Heitz, Cohen, Schall, Logan, & Palmeri, 2010;
Purcell, Schall, Logan, & Palmeri, 2012; Ratcliff,
Cherian, & Segraves, 2003; Ratcliff, Hasegawa,
Hasegawa, Smith, & Segraves, 2007; Wong, Huk,
Shadlen, & Wang, 2007; Wong & Wang, 2000).
In this article, we provide a general review of our
contributions to these efforts. We use variants of
accumulator models to explain neural mechanisms,
use neurophysiology to constrain model assump-
tions, and use neural and behavioral data as a tool
for model section.

Our specific focus has been on perceptual
decisions about where and when to make a saccadic
eye movement to objects in the visual field. The
first section of this article, Perceptual Decisions
by Saccades, provides an overview of behavior,
neuroanatomy, and neurophysiology of the primate
saccade system, with an emphasis on the frontal
eye field (FEF). There are numerous practical ad-
vantages to studying perceptual decisions made by
saccades over perceptual decisions made by finger,
hand, or limb movement and we can also capitalize
on over two decades of careful systems neuro-
science research with awake behaving monkeys
characterizing the response properties of neurons
in FEF and the interconnected network of other
brain areas involved in saccadic eye movements
(Figure 15.1). FEF itself provides physiologists
and theoreticians a unique window on perceptual
decision-making. FEF receives projections from
a wide range of posterior brain areas involved
in visual perception, projects to subcortical brain
areas involved directly in the production of eye

Fig. 15.1 Illustration of the macaque cerebral cortex. Frontal
eye field (FEF) is a key brain area involved in the production

of saccadic eye movements and the focus of our recent work.
It receives projections from numerous posterior visual areas,
including the middle temporal area (MT), visual area V4,
inferotemporal areas TE and TEO, and the lateral intraparietal
area (LIP). FEF projects to the superior colliculus (SC). Both
FEF and SC project to the brainstem saccade generators that
ultimately control the muscles of the eyes. Not shown are
connections between FEF and prefrontal cortical areas and areas

of the basal ganglia. (Adapted from Purcell et al., 2010.)

movements, and is modulated by prefrontal brain
areas involved in cognitive control. Indeed, one
class of visually responsive neurons in FEF represent
task-relevant salience of objects in the visual field,
whereas another class of movement-related neurons
increase their activity in a manner consistent with
accumulation of evidence models and modulate
their activity according to changing task demands
(e.g., see Schall, 2001, 2004).

One form of an accumulator model is illustrated
in Figure 15.2. Accumulator models assume that
perceptual processing takes some amount of time.
The product of perceptual processing is perceptual
evidence that is accumulated over time to make a
perceptual decision. The rate of accumulation is
often called drift rate, and this drift rate can be
variable within a trial, across trials, or both (e.g.,
Brown & Heathcote, 2008; Ratcliff & Rouder,
1998). Variability in the accumulation of perceptual
evidence to a threshold is a major contributor to
variability in predicted behavior.

In their most general form, accumulator models
assume drift rates to be free parameters that can
be optimized to fit a set of observed behavioral
data. There has been concern that unrestricted
assumptions about drift rate and its variability
may imbue these models with too much flexibility
(Jones & Dzhafarov, 2014; but see also Ratcliff,
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Fig. 15.2 (a) Illustration of a classic stochastic accumulator model of perceptual decision-making, highlighting some of the key free

parameters. Perceptual processing of a visual stimulus takes some variable amount time with mean TR. The outcome of perceptual
processing is noisy perceptual evidence in favor of competing decisions with some mean drift rate. Perceptual evidence is accumulated

over time, originating at some variable starting point (z), and accumulating until some threshold is reached, determined by 6 Illustrated
here is a drift-diffusion model, but different architectures for the perceptual decision-making process can be assumed (see Figure 15.5).

Variability in the accumulation of evidence to a threshold is a key constituent in predicting variability in RT. A motor response is made
with some time TM, which for saccadic eye movements is on the order of 10-20ms. (b) Our recent work has tested whether many

of the free parameters can be constrained by the observed physiological dynamics of one class of neurons in FEF (see Figure 15.5)
and whether predicted model dynamics of the stochastic accumulator can predict observed physiological dynamics of another class of

neurons in FEF (see Figure 15.8).

2013). One important step in theory development
has been to significantly constrain these models
by creating theories of the drift rates driving
the accumulation of evidence, linking models
of perceptual decision making with models of
perceptual processing (e.g., Ashby, 2000; Logan
& Gordon, 2001; Mack & Palmeri, 2010, 2011;
Nosofsky & Palmeri, 1997; Palmeri, 1997; Palmeri
& Cottrell, 2009; Palmeri & Tarr, 2008; Schneider
& Logan, 2005, 2009; Smith & Ratcliff, 2009).
As a first step toward a neural theory of drift
rates, we hypothesized that activity of visually
responsive neurons in FEF represent perceptual
evidence driving the accumulation to threshold. To
test this hypothesis, as described in the section
titled A Neural Locus of Drift Rates, we replaced
perceptual processing-time and drift-rate parame-
ters directly with recorded neurophysiology from
these neurons (see Figures 15.2 and 15.5), testing
whether any model architecture for accumulation
of perceptual evidence could then quantitatively
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account for observed saccade response probabilities
and response time distributions.

A number of different model architectures have
been proposed that all involve some accumulation
of perceptual evidence to a threshold (e.g., see
Bogacz et al., 2006; Smith & Ratcliff, 2004). For
example, as their name implies, independent race
models assume that evidence for each alternative
decision independently (Smith & Van Zandt,
2000; Vickers, 1970). Drift-diffusion models
(Ratcliff, 1978; Ratcliff & Rouder, 1998) and
random walk models (Laming, 1968; Link, 1992;
Nosofsky & Palmeri, 1997; Palmeri, 1997) assume
that perceptual evidence in favor of one alternative
counts as evidence against competing alternatives.
Competing accumulator models (Usher & Mc-
Clelland, 2001) assume that support for various
alternatives is mutually inhibitory, so as evidence in
favor of one alternative grows, it inhibits the others,
often in a winner-take-all fashion (Grossberg,
1976). Different models can vary in other respects



as well, such as whether integration of evidence
is perfect or leaky. We describe these alternative
model architectures and how well they account
for observed response probabilities and response
time distributions in the section Architectures for
Perceptual Decision Making.

We also tested the hypothesis that movement-
related neurons in FEF instantiate an accumulator
(Hanes & Schall, 1996). As described in the section
Predicting Neural Dynamics, we quantitatively
compared measured metrics of neural dynamics
with predicted metrics of accumulator dynamics.
Neurophysiology and modeling are synergistic in
that we test quantitatively whether movement-
related neurons have dynamics predicted by
accumulator models, and we use the measured
neural dynamics of movement-related neurons as an
additional tool to select between competing model
architectures. Finally, in a complementary way, in
the section Control over Perceptual Decisions, we
test whether competing hypotheses about cognitive
control mechanisms can predict observed behavior
as well as the observed modulation of movement-
related neurons dynamics.

Perceptual Decisions by Saccades

Significant insights into the neurophysiological
basis of perceptual decision-making have come
from research on decisions about where and when
to move the eyes (e.g., Gold & Shadlen, 2007;
Schall, 2001, 2004; Smith & Ratcliff, 2004).
Although the majority of human research on
perceptual decisions has used manual key-press
responses, a neurophysiological focus on saccadic
eye movements is justified on several grounds:
From the perspective of effect or dynamics and
motor control, eye movements have relatively few
degrees of freedom, far fewer than limb movements,
allowing fairly direct links between neurophysiology
and behavior to be established (Scudder, Kaneko,
& Fuchs, 2002). Saccadic eye movements are
also relatively ballistic, with movement dynamics
quite stereotyped depending on the direction,
starting point, and distance the eyes need to move
(Gilchrist, 2011), unlike limb movement, which
can reach the same endpoint using a multitude of
different trajectories having vastly different tempo-
ral dynamics (Rosenbaum, 2009). Moreover, from
the perspective of understanding the mechanisms
by which perceptual evidence is used to produce
a perceptual decision, the saccade system is also a
choice candidate to study because of the Frontal

Eye Field (FEF), an area where visual perception,
motor production, and cognitive control come
together in the primate brain (Schall & Cohen,
2011).

FEF has long been known to play a role in the
production of saccadic eye movements (e.g., Bruce,
Goldberg, Bushnell, & Stanton, 1985; Ferrier,
1874). This is reflected by its direct and indirect
connectivity with the superior colliculus (SC) and
brain stem nuclei necessary for the production
of saccadic eye movement (e.g., Munoz & Schall,
2004; Scudder et al., 2002; Sparks, 2002), as
illustrated in Figure 15.1. Also as illustrated, FEF is
innervated by numerous dorsal and ventral stream
areas of extrastriate visual cortex (Schall, Morel,
King, & Bullier, 1995). Not illustrated are con-
nections between FEF and brain areas implicated
in cognitive control, such as medial frontal and
dorsolateral prefrontal cortex (e.g., Stanton, Bruce,
& Goldberg, 1995) and basal ganglia (Goldman-
Rakic & DPorrino, 1985; Hikosaka & Wurtz,
1983). Neuroanatomically, FEF lies at a juncture
of perception, action, and control. This bears
out functionally, as various neurons within FEF
reflect the importance of objects in the visual
field,signal the selection and timing of saccadic eye
movements, and modulate in a controlled manner
according to changing task conditions (e.g., Heitz
& Schall, 2012; Murthy, Ray, Shorter, Schall, &
Thompson, 2009; Thompson, Biscoe, & Sato,
2005).

At the start of each neurophysiological session,
once a neuron in FEF has been isolated, a memory-
guided saccade task is used to classify its response
properties (Bruce & Goldberg, 1985). As illustrated
in Figure 15.3, the monkey fixates a spot in the
center of the screen while a target is flashed in
the periphery. To earn reward, the monkey must
maintain fixation for a variable amount of time
after which the fixation spot disappears and then
the monkey must make a single saccade to the
remembered target location. When the target is
in the receptive field of the FEF neuron, that
neuron is classified as a visually responsive neuron
(or visual neuron) if it shows a vigorous response
to the appearance of the target, perhaps with
a tonic response during the delay period, but
with no significant saccade-related modulation.
The neuron is classified as a movement-related
neuron (or movement neuron, sometimes referred
to as a buildup neuron) if it shows no or very
weak modulation to the appearance of the target
but pronounced growth of spike rate immediately
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Fig. 15.3 Illustration of two saccade decision tasks discussed in
this article. (a) In a memory-guided saccade task, the monkey
fixates a central point while a peripheral target is quickly flashed;
the location of the target is guided by the receptive field
properties of the isolated neuron for a given experimental session.
The monkey is required to maintain fixation for 400-1000ms,
after which the fixation spot disappears. To earn reward, the
monkey must make a single saccade to the remembered location
of the peripheral target. (b) In a visual search task, the monkey
first maintains fixation on a central point. An array of visual
objects is then presented and to earn reward the monkey must
make a single saccade to the target object and not one of the
distractor objects. In this case, the reward target was an L and the
distractors were variously rotated Ts, with the particular reward
target changed from session to session. Various experiments
manipulated the number of distractors (set size), the similarity
between targets and distractors, and the particular dimensions on
which targets and distractors differed (shape, color, or motion).

preceding saccade production. Other neurons in
FEF show other response properties (e.g., Sato &
Schall, 2003), but our recent work has focused
primarily on visual and movement neurons, which
we might loosely characterize as the incoming input
signal and outgoing output signal from FEF (see
also Pouget et al., 2009).

Once visually responsive neurons and movement-
related neurons are identified, their response prop-
erties can be measured during a primary perceptual
decision task. For example, in a visual search task, as
illustrated in Figure 15.3, after the monkey fixates
a central spot, a search array is shown containing a
target (in this case an L) and several distractors (in
this case rotated Ts) and the monkey must make
a single saccade to the target in order to receive
reward. During visual search, visually responsive
and movement-related neurons display character-
istic dynamics. Figure 15.4 shows the normalized
spiking activity of representative neurons recorded
during easy and hard visual search trials when
the target (solid) or a distractor (dashed) was in
the neuron’s receptive field. For some time after
the visual search array appears, visually responsive
neurons (Figure 15.4a) show no discrimination
between a target and a distractor. However, spiking
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Fig. 15.4 Illustration of response properties of visually respon-
sive and movement-related neurons in FEF (Hanes, Patterson,
& Schall, 1998; Hanes & Schall, 1996; Purcell et al., 2010).
Recordings were made while monkeys engaged in a visual search
task where the target either appeared among dissimilar distractors
(easy search) or among similar distractors (hard search). Plots
display normalized spike rate as a function of time (ms). Visually
responsive neuron activity aligned on visual search array onset
time illustrated in panel (a), movement-related neuron activity
aligned on visual search array onset time illustrated in panel (b),
and movement-related neuron activity aligned on saccade time
illustrated in panel (c). Solid lines are trials in which the target
was in the visual neuron’s receptive field or movement neuron’s
movement field (target in), and dashed lines are trials in which
the target was outside the neurons’ response fields (target out).

(Adapted from Purcell et al., 2010.)

activity eventually discriminates between target and
distractor, with generally faster and more significant
discrimination with easy compared to hard visual
search trials (Bichot & Schall, 1999; Sato, Murthy,
Thompson, & Schall, 2001) and small compared
to large set sizes (Cohen, Heitz, Woodman, &
Schall, 2009). We note that the particular shape
of the trajectories taken to achieve this neural
discrimination can be somewhat heterogeneous
across different neurons, but virtually all visually re-
sponsive neurons discriminate target from distractor
over time. We emphasize that this discrimination
of the object in the
neuron’s receptive field, not particular features or
dimensions of the object like its color or shape,
except under unique circumstances (Bichot, Schall,
& Thompson, 1996). Visually responsive neurons
display these same characteristic dynamics regard-

concerns the “targetness”

less of whether a saccade is made, such as when
the monkey withholds or cancels an eye movement



because of a stop signal (Hanes, Patterson, & Schall,
1998) or when the monkey is trained to main-
tain fixation and respond with a limb movement
and not an eye movement (Thompson, Biscoe,
& Sato, 2005).

Normalized activity of a representative movement-
related neuron is shown aligned on the onset
time of the visual search array (Figure 15.4b)
and aligned on the time of the saccade (Figure
15.4c). When the monkey makes a saccade to
the object in the receptive field (movement field)
of the neuron, there is a characteristic buildup
of activity some time after array onset; there is
far less activity when the nonselected object is in
the receptive field, although the precise nature of
those dynamics varies somewhat from neuron to
neuron. We see clearly that, when aligned on
saccade initiation time, activity reaches a relatively
constant threshold level immediately prior to the
eye movement (Hanes & Schall, 1996), and this
pattern of activity holds across search difficulty and
set size (Woodman, Kang, Thompson, & Schall,
2008). Movement-related neuron activity does not
reach threshold if the monkey withholds or cancels
an eye movement because of a stop signal (Hanes
et al., 1998; Murthy et al., 2009) or makes a
response to the target using a limb movement
and not an eye movement (Thompson, Biscoe, &
Sato, 2005).We discuss more detailed aspects of the
temporal dynamics of movement-related neurons
later in this article. One of our primary goals
has been to develop models that both predict the
saccade behavior of the monkey and predict the

temporal dynamics of movement-related neurons
in FEE

A Neural Locus of Drift Rates
Movement-related neurons increase in spike rate
over time and reach a constant level of activity
immediately prior to a saccade being initiated
(Figure 15.4). The dynamics of movement-related
neurons appear consistent with the dynamics of
models that assume a stochastic accumulation of
perceptual evidence to a threshold (Hanes & Schall,
1996; Ratcliff et al., 2003; Schall, 2001; Smith &
Raccliff, 2004). This insight raises several questions
that we have begun to address in our recent
work: If movement-related neurons instantiate an
accumulator model, what kind of accumulator
model do they instantiate? What kind of an
accumulator model can predict the fine-grained
dynamics of movement-related neurons? What

drives the accumulator model? We begin with the
last question.

A broad class of models of perceptual decision-
making assumes that perceptual evidence is accu-
mulated over time to a threshold (Figure 15.2;
see also Ratcliff & Smith, this volume). The rate
at which perceptual evidence is accumulated, the
drift rate, can vary across objects, conditions,
and experience. When accumulator models are
tested by fitting them to observed behavior, it
is not uncommon to assume that different drift
rates across different experimental conditions are
free parameters that are optimized to maximize
or minimize some fit statistic (e.g., Brown &
Heathcote, 2008; Boucher et al., 2007a; Ratcliff
& Rouder, 1998; Usher & McClelland, 2001).
But other theoretical work has aimed to connect
models of perceptual decision-making to models of
perceptual processing by developing a theory of the
drift rates.

For example, Nosofsky and Palmeri (1997;
Palmeri, 1997) proposed an exemplar-based ran-
dom walk model (EBRW) that combined the gen-
eralized context model of categorization (Nosofsky,
1986) with the instance theory of automaticity
(Logan, 1988) to develop a theory of the drift
rates driving a stochastic accumulation of evidence.
Briefly, EBRW assumes that a perceived object
activates previously stored exemplars in visual
memory, the probability and speed of exemplar
retrieval is governed by similarity, and repeated
exemplar retrievals determine the direction and rate
of accumulation to a response threshold. EBRW
predicts the effects of similarity, experience, and
expertise on response probabilities and response
times for perceptual decisions about visual catego-
rization and recognition (see Nosofsky & Palmeri,
2015; Palmeri & Cottrell, 2009; Palmeri, Wong,
& Gauthier, 2004). Other theorists have similarly
connected visual perception and visual attention
mechanisms to accumulator models of perceptual
decision making by creating theories of drift rate
(e.g., Ashby, 2000; Logan, 2002; Mack & Palmeri,
2010; Schneider & Logan, 2005; Smith & Ratcliff,
2009).

As a first step toward a neural theory of drift
rates, we recently proposed a neural locus of drift
rates when decisions are made by saccades (Purcell
et al., 2010, 2012). We hypothesize that the
accumulation of evidence is reflected in the firing
rate of FEF movement-related neurons and the
perceptual evidence driving this accumulation is
reflected in the firing rate of FEF visually responsive
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Fig. 15.5 Illustration of simulation model architectures tested in Purcell et al. (2010, 2012). Spike trains were recorded from FEF

visually-responsive neurons during a saccade visual search task. Trials were sorted into two populations according to whether the

target or a distractor was within the neuron’s response field. Spike trains were randomly sampled from each population to generate a

normalized activation function that served as the dynamic model input associated with a target (v77) and a distractor (vp) on a given

simulated trial, as illustrated. Different architectures for perceptual decision-making were systematically tested. Decision units (727°)

could integrate evidence or not, and they could be leaky (#) or not. Decision units could integrate a difference between the inputs (%) or

not, the stochastic input could be gated (g) or not, and the units could compete with one another (8) or not. Here, only two decision

units are shown, one for a target and one for a distractor. In Purcell et al. (2012) there were eight accumulators, one for each possible

stimulus location in the visual search array.

neurons. One way to test this hypothesis would
be to develop a model of the dynamics of visually
responsive neurons, a model of how those dynamics
are translated into drift rates, and then use those
drift rates to drive a model of the accumulation
of perceptual evidence. We chose a different
approach. Rather than model the dynamics of
visually responsive neurons, we used the observed
firing rates of those neurons directly as a dynamic
neural representation of the perceptual evidence
that was accumulated over time.

Figure 15.5 illustrates our general approach.
Activity of visually responsive neurons was recorded
from FEF of monkeys performing a visual search
task. In Figure 15.4, we illustrate spike density
functions of a representative neuron when a target
or distractor appeared in its receptive field during
easy or hard visual search. For our modeling, we did
not use the mean activity of neurons as input but,
instead, generated thousands of simulated spike-
density functions by subsampling from the full set
of individually recorded trials of visually responsive
neurons. Specifically, on each simulated trial, we
first randomly sampled, with replacement, a set
of spike trains recorded from individual neurons.
We subsampled from trials when the target was
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in the receptive fields of the neurons to simulate
perceptual evidence in favor of the target location
and trials when a distractor was in the receptive field
to simulate perceptual evidence in favor of each of
the distractor locations. Along its far left, Figure
15.5 illustrates raster plots for example neurons,
with individual trials arranged sequentially along
the y axis, time along the x axis, and each black
dot indicating the incidence of a recorded spike on
a given trial for that neuron. The gray thick bars
illustrate a random sampling from those recorded
neurons. These sampled spike trains were convolved
with a temporally asymmetric doubly exponential
function (Thompson, Hanes, Bichot, & Schall,
1996), averaged together, and normalized to create
dynamic drift rates associated with target and
distractor locations (Purcell et al., 2010, 2012), as
illustrated in the middle of Figure 15.5; the result-
ing input functions are mathematically similar to a
Poisson shot noise process (Smith, 2010). Different
inputs were defined according to the experimental
condition under which the visually responsive
neurons were recorded on each trial, such as easy
versus hard search or small versus large set sizes.
Arguably, this approach allows the most direct
test of whether the dynamics of visually responsive



neurons provide a sufficient representation of per-
ceptual evidence to predict where and when the
monkey moves its eyes. If no model can predict
saccade behavior using visually responsive neurons
as input, then some other neural signal must be
significantly modulating behavior of the monkey.
Furthermore, as illustrated by contrasting Figures
2a and 2b, this novel approach imposes significant
constraints on possible models by replacing free
parameters governing the mean and variability of
perceptual processing time, starting point of accu-
mulation, and drift with observed neurophysiology.
Finally, because the neurophysiological signal from
visually responsive neurons is continuous in time,
the models cannot merely assume that percep-
tual processing and perceptual decisions constitute
discrete stages, as typical for many accumulator
models.

Architectures for Perceptual
Decision-Making

Within the broad class of perceptual decision-
making models assuming an accumulation of
perceptual evidence to a threshold, a variety of
different model architectures have been proposed
(e.g., see Ratcliff & Smith, 2004; Smith & Ratcliff,
2004). We instantiated several of these competing
architectures, and using drift rates defined by
the recorded spiking activity of visually responsive
neurons as inputs, evaluated how well each could fit
observed response probabilities and response times
of monkeys making saccades during a visual search
task (Purcell et al., 2010, 2012).

Figure 15.5 illustrates the common architectural
framework. Drift rates defined by neurophysiology
constitute the input nodes labeled v7 (target) and
vp (distractor). We assume an accumulator associ-
ated with the target location (m7) and distractor
locations (mp). Figure 15.5 shows only one target
and one distractor accumulator (Purcell et al., 2010)
but we have extended this framework to multiple
accumulators, one for every possible target location
in the visual field (Purcell et al., 2012). Each
accumulator is governed by the following stochastic
differential equation

+
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The m;() are rectified to be greater than or equal
to zero because we later compare the dynamics of
these accumulators to the observed spike rates of
movement-related neurons, and those spike rates
are greater than zero by definition. & represents
Gaussian noise intrinsic to each accumulator with
mean 0 and standard deviation o; in all of our
simulations, this intrinsic accumulator variability
could be assumed to be quite small relative to
the variability of the visual inputs »;(2). All
accumulators, 72;(2), are assumed to race against one
another to be the first to reach their threshold 6.
The winner of that race between accumulators
determines which saccade response is made on that
simulated trial and the response time is given by the
time to reach threshold plus a small ballistic time of
10-20ms.

If #> 0, these are leaky accumulators, otherwise
they are perfect integrators. If § =0 and » =0,
we have a version of a simple horse race model.
If B> 0, these are competing accumulators, and
combined with leakage, # > 0, we have the
leaky competing accumulator model (Usher &
McClelland, 2001). If # > 0, then weighted
differences are accumulated by each ;(¢). In the
case of only two accumulators, one for a target
and the other for a distractor, and assuming » =1,
both m;(#) accumulates the difference between
evidence for a target versus evidence for a distractor,
which is quite similar to a standard drift-diffusion
model (see Bogacz et al., 2006; Ratcliff et al.,
2007; Usher & McClelland, 2001), and when
assuming positive leakage (# > 0) is quite similar
to an Ornstein-Uhlenbeck process (Smith, 2010);
this similarity can become mathematical identity
with some added assumptions (Bogacz et al., 2006;
Usher & McClelland, 2001).

Finally, we also proposed a novel aspect to
this general architecture, which we called a gated
accumulator (Purcell et al., 2010, 2012). When
£> 0 and the input is positive-rectified, as indicated
by the T subscript in the equation, then only
inputs that are sufficiently large can enter into the
accumulation. For example, consider a gated accu-
mulator assuming # > 0; this would mean that the
differences in the evidence in favor of the target over
the distractors must be sufficiently large before that
differences will accumulate. Recall that we assumed
that the inputs are defined by neurophysiology,
which has no beginning or ending, apart from the
birth or death of the organism. Intuitively, the gate
forces the accumulators to accumulate signal, not
merely noise, and noise is all that is present before
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Fig. 15.6 In Purcell et al. (2010), models (Figure 15.5) were tested on how well they could account for observed RT distributions of
the onset of saccades in an easy visual search where the target and distractors were dissimilar or where the target and distractors were
similar hard. Each panel shows observed cumulative RT distributions (symbols) for easy and hard search. Best-fitting model predictions

for a subset of the models tested in Purcell et al. (2010) are shown for illustration, ranging left-to-right from a nonaccumulator model

that does not integrate perceptual evidence over time, a perfect integrator model with no leakage, a leaky accumulator model, and a

gated accumulator model. (Adapted from Purcell et al., 2010.)

perceptual processing has begun to discriminate
targets from distractors.

We evaluated the fits of competing model
architectures to observed response probabilities
and distributions of response times using standard
model fitting techniques (e.g., Ratcliff & Tuer-
linckx, 2002; Van Zandt, 2000). We system-
atically compared models assuming a horse race,
a diffusion-like difference accumulation process,
or competition via lateral inhibition, factorially
combined with various leaky, nonleaky, or gated
accumulators. For example, Figure 15.6 displays
observed response time distributions for easy versus
hard visual search along with a sample of predictions
from some of the model architectures evaluated
by Purcell et al. (2010); for these particular data
(Bichot, Thompson, Rao, & Schall, 2001; Cohen
et al., 2009), there were very few errors. As
shown in the left two panels, models assuming
nointegrationat all, meaning that the current value
of m;(t) simply reflects the current inputs at
time % and models assuming perfect integration
without leakage, provided a relatively poor fit
to the observed behavioral data. Although these
particular behavioral data were fairly limited, with
only a response-time distribution for easy and hard
visual search, we could rule out some potential
model architectures. However, other competing
models, including those with leakage or gate,
assuming a competition or an accumulation of
differences, all provided reasonable quantitative ac-
counts of the behavioral data, a couple of examples
of which are shown in the two right panels of
Figure 15.6.

Purcell et al. (2012) evaluated fits of these

models to a more comprehensive dataset where set
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size was systematically manipulated and where the
search was difficult enough to produce significant
errors (Cohen et al., 2009). Models were required
to fit correct- and error-response probabilities as
well as distributions of correct- and error-response
times. These data are shown in Figure 15.7.
Also shown are the predictions of the best fitting
model, which was a gated accumulator model that
assumed both significant leakage and competition
via lateral inhibition. Likely because this dataset
was larger, it also provided a greater challenge to
other models, since many horse-race models and
diffusion-like models failed to provide adequate fits
to the observed data, whether they included leakage
or gating (see Purcell et al., 2012).

Just based on the quality of fits to observed
data, models with leakage and competition via
lateral inhibition provided comparable fits whether
those models included gating or not in both
Purcell et al. (2010) and Purcell et al. (2012). So
based on parsimony, a nongated version, which is
essentially a leaky competing accumulator model
(Usher & McClelland, 2001), would win the
theoretical competition. But our goal was also to
test whether the accumulators in the competing
models could provide a theoretical account of the
movement-related neurons in FEE To do that, we
also tested whether the dynamics measured in the
accumulators could predict the dynamics measured
in movement-related neurons (see also Boucher
et al., 2007a; Ratcliff et al., 2003, 2007).

Predicting Neural Dynamics

Until now, the work we have described follows
a long tradition of developing and testing com-
putational and mathematical models of cognition.
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Fig. 15.7 In Purcell et al. (2012), models (Figure 15.5) were tested on how well they could account for correct- and error-response

probabilities and correct- and error-response time distributions of saccades in a visual search task with three levels of set size: 2 (blue),
4 (green), or 8 (red) objects in the visual array. Predictions from the best-fitting gated accumulator model are shown. (a) Mean

observed (symbols) and predicted (lines) correct- (solid) and error- (dashed) response times as a function of set size. (b) Mean observed
(symbols) and predicted (lines) probability correct as a function of set size. (c) Observed (symbols) and predicted (lines) cumulative

RT distributions of correct responses at each set size. (d) Observed (symbols) and predicted (lines) cumulative RT distributions of error

responses at each set size. (Adapted from Purcell et al., 2012.)

Competing models are evaluated on their ability to
predict behavioral data by optimizing parameters
in order to maximize or minimize the fit of each
model to the observed data, and then statistical
tests are performed for nested or nonnested model
comparison (e.g., see Busemeyer & Diederich,
2010; Lewandowsky & Farrell, 2010). We go
beyond this approach to evaluate linking propo-
sitions (Schall, 2004; Teller, 1984) that aim
to map particular cognitive model mechanisms
onto observable neural dynamics. Specifically, we
evaluate the linking proposition that movement-
related neurons in FEF instantiate an accumulation
of evidence to a threshold. We do this by testing
how well the simulated dynamics of accumulators
in the various model architectures described in
the previous section predict the observed dynam-
ics in movement-related neurons. Although the
qualitative relationship between accumulator dy-
namics and movement neuron dynamics has long
been recognized (e.g., Hanes & Schall, 1996;

Ratcliff et al., 2003; Smith & Ratcliff, 2004), we
go beyond noting qualitative relationships to test
quantitative predictions.

Following the approach used by Woodman et al.
(2008), we evaluated how several key measures of
neural dynamics varied according to the measured
response time of a saccade. The top row of
Figure 15.8 illustrates several hypotheses for how
variability in response time is related to variability
in the underlying neural dynamics. Fast responses
could be associated with an early initial onset of
the neural activity from baseline, whereas slow
responses could be associated with a delayed onset.
Alternatively, fast responses could be associated with
high growth rate in spiking activity to threshold,
whereas slow responses could be associated with low
growth rate. Fast responses could be associated with
an increased baseline firing rate or decreased thresh-
old, whereas slow responses could be associated
with a decreased baseline firing rate or increased
threshold. To evaluate these proposals, the onset
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time, growth rate, baseline, and threshold of neural
activity were all measured within bins of trials
defined by response times from fastest to slowest,
both within conditions and across conditions (see
Purcell et al., 2010, 2012, for details). The middle
row shows the relationship between onset time,
growth rate, baseline, and threshold of neural
activity and mean response time for each bin of
an RT distribution for a representative neuron in
a representative condition.The bottom row shows
the mean correlation of neural measures with RT
as a function of set size from Purcell et al. (2012),
with a significant relationship between onset time
and response time observed in neural activity in
movement-related neurons in FEE.

Using analogous methods, we also measured
the relationship between onset time, growth rate,
baseline, and threshold of accumulator dynam-
ics and response time predicted by each of the
competing model architectures that we simulated.
Shown in Figure 15.8 are the predictions of
the gated accumulator model from Purcell et al.
(2012), illustrating a good match between model
and neurons. These are true model predictions,
not model fits. After the model was fitted to
behavioral data, the accumulator dynamics using
the best-fitting model parameters were measured
and compared directly with the observed neural
dynamics. All other models failed to predict the
observed neural dynamics. For example, models
without gate typically predicted a significant nega-
tive correlation between baseline and response time
that was completely absent in the observed data.
Part of the reason for this is that, with nongated
models, the accumulators are allowed to accumulate
noise in the input defined by visually responsive
neurons. Although a leakage term may be sufficient
to keep a weak noise signal from leading to a
premature accumulation to threshold, it cannot
prevent significant differences in baseline activity
from being correlated with differences in predicted
response time when the accumulators reach thresh-
old, at least without significantly compromising fits
to the observed behavior.

Control over Perceptual Decisions

We have also considered the neurophysiological
basis of cognitive control over perceptual decisions.
Mirroring our other research, we used cognitive
models to better understand neural mechanisms
and used neural data to constrain competing
cognitive models.
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Perhaps the most widely used task for studying
normal and dysfunctional cognitive control is the
stop-signal task (Lappin & Eriksen, 1966; Logan
& Cowan, 1984). Saccade variants of this task have
been used with monkeys, and neurophysiological
activity has been recorded from neurons in FEF
(Hanes et al., 1998). The basic stop-signal task
with saccades is in certain ways a converse of the
memory-guided saccade task illustrated in Figure
15.4. Monkeys initially fixate the center of the
screen. After a variable amount of time, the fixation
spot disappears and a peripheral target appears
somewhere in the visual field, and the monkey
must make a single saccade to the target in order
to earn reward. This is the primary task, or go
signal. On a fraction of trials, some time after
the peripheral target appears, the fixation spot is
reilluminated, and the monkey is rewarded for
cancelling its saccade, maintaining fixation. This is
the stop signal. The interval between the appearance
of the go signal, the peripheral target, and the stop
signal, the fixation point, is called stop signal delay
(SSD). Monkeys’ ability to inhibit their saccade is
probabilistic due to the stochastic variability of go
and stop processes and depends on SSD.

Figure 15.9 displays the key behavioral data ob-
served in the saccade stop-signal paradigm (Hanes
et al., 1998). Figure 15.9a displays the probability
of responding to the go signal (y axis), despite the
presence of a stop signal at a particular SSD (x axis).
When the stop signal illuminates shortly after the
appearance of the target, at a short SSD, the
probability of responding to the go signal is quite
small. Control over the saccade as a consequence
of the stop signal has been successful. In contrast,
for a long SSD, the probability of successfully
inhibiting the saccade is rather small. Figure 15.9b
displays distributions of response times for primary
go trials with a stop signal (signal response trials), in
which a saccade was erroneously made, shaded by
gray according to SSD (see figure caption). These
response times are significantly faster than response
times without any stop signal (no-stop-signal trials)
in black.

Behavioral data in the stop-signal paradigm
has long been accounted for by an independent
1984), which

assumes that performance is the outcome of a race

race model (Logan & Cowan,

between a go process, responsible for initiating
the movement, and a stop process, responsible
for inhibiting the movement (see also Becker
& Jiirgens, 1979; Boucher, Stuphorn, Logan,
Schall, & Palmeri, 2007b; Camalier et al., 2007;
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Fig. 15.9 (a) Observed inhibition function(gray line) and simulated inhibition function from the interactive race model (black line).
(b) Observed (thin lines) and simulated (thick lines) cumulative RT distributions from no stop signal (black line) and signal-response
trials with progressively longer stop signal delays (progressively darker gray lines). (c) lllustration of simulated activity in the interactive

race model of the go unit and stop unit activation on signal-inhibit (thick solid line) and latency-matched no-stop-signal trials (thin
solid lines) with stop-signal delay (SSD) and stop-signal reaction time (SSRT) indicated. Cancel time is indicated by the downward

arrow. (d) Histogram of cancel times of the go unit predicted by the interactive race model compared with the histogram of cancel
times measured for movement-related neurons in FEF and SC.(Adapted from Boucher et al., 2007a.)

Logan, Van Zandt, Verbruggen, & Wagenmakers,
2014; Olman, 1973). Boucher et al. (2007a)
addressed an apparent paradox of how seemingly
interacting neurons in the brain could produce
behavior that appears to be the outcome of in-
dependent processes. Mirroring the general model
architectures described earlier and illustrated in the
right half of Figure 15.5, they instantated and
tested models that assumed stochastic accumulators
for the go process and for the stop process that
were either an independent race or that assumed
competitive, lateral interactions between stop and
go. Outstanding fits to observed behavioral data
for both the independent race model and the
interactive race model were observed. Figures 9a
and 9b show fits of the interactive race model, but
fits of the independent race model were virtually
identical. Parsimony would favor the independent
race. But neural data favored the interactive race.
In the absence of a stop signal, visually responsive
neurons in FEF select the target, and movement-
related neurons in FEF increase their activity until
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a threshold level is reached, shortly after which
a saccade is made (Hanes & Schall, 1996), just
as they do on memory-guided saccade tasks or
visual search tasks. On trials with a stop signal,
the dynamics of visually responsive neurons are
unaffected (Hanes et al., 1998). For movement-
related neurons, we can distinguish between ac-
tivity when a stop was successful, signal-inhibit
trials, from activity when a stop was unsuccessful,
that is signal-respond trials. On signal-respond
trials, the activity of movement-related neurons
is qualitatively the same as the activity on no-
signal trials, with neurons reaching a threshold level
before a saccade is made. Even more striking, the
activity on signal-respond trials is quantitatively
indistinguishable from activity on no-signal trials
that are equated for response time (latency-matched
trials). On signal-inhibit trials, the activity in-
creases in a manner indistinguishable from latency-
matched no-signal trials until some time after the
SSD, at which point the activity of movement-
related neurons is reduced back to baseline without



reaching the threshold. The saccade has been
inhibited.

Figure 15.9¢ displays the predicted accumulator
dynamics of the interactive race model (Boucher
et al., 2007a). The dynamics of the go accumulator
in the interactive race precisely mirrors the descrip-
tion of the dynamics of movement-related neurons
provided earlier, with dynamics not observed in
the independent race model. For signal-inhibit
trials and latency-matched no-signal trials, activity
increases for some time after SSD, after which
activity on signal-inhibit trials returns to baseline
while activity on latency-matched no-signal trials
continues to threshold. The accumulator dynamics
in the interactive race model qualitatively captures
the neural dynamics of movement-related neurons.
But we could go further than that. We also
calculated a metric called cancel time (Hanes et
al., 1998), which is a function of the time at
which the dynamics statistically diverge between
signal-inhibit trials and latency-matched no-signal
trials. This time can be calculated from movement-
related neurons. It can also be calculated from
accumulator dynamics. And as shown in Figure
15.9b, these measures from neurons and the model
nicely converge. We emphasize that, as was the
case for Purcell et al. (2010, 2012), these are
true model predictions. Boucher et al. (2007a)
ficted models to behavioral data, then calculated
the cancel time predicted by the models, and
compared that to the observed cancel time in
neurons. Parameters were not adjusted to maximize
the correspondence.

The hypothesized locus of control in Boucher
et al. (2007a) is inhibition of a stop process on
the go process, with the stop process identified
as activity of fixation-related neurons and the go
process identified as activity of movement-related
neurons. The gate in the gated accumulator model
(Purcell et al.,, 2010, 2012) could be another
hypothesized locus of control over perceptual de-
cisions. In recent work, we have suggested that
blocking the input to the go unit, rather than
actively inhibiting it via a stop unit, could be
an alternative mechanism for stopping. Indeed, a
blocked input model predicted observed data and
distributions of cancel times at least as well as the
interactive race model (Logan, Schall, & Palmeri,
2015; Logan, Yamaguchi, Schall, & Palmeri,
2013). One suggestion we made was that the stop
process could raise a gate between visual neurons
that select the target and movement neurons that
generate a movement to it, blocking input to the

movement neurons and thereby preventing them
from reaching threshold.

As another example, in a stop-signal task, both
humans and monkeys adapt their performance from
trial to trial, for example, producing longer RTs
after successfully inhibiting a planned movement
(e.g., Bissett & Logan, 2011; Nelson, Boucher,
Logan, Palmeri, & Schall, 2010; Verbruggen
& Logan, 2008). For monkeys, within FEF, activ-
ity of visually responsive neurons are unaffected
by these trial-to-trial adjustments, but the onset
time of activity of movement-related neurons is
significantly delayed (Pouget et al., 2011). Purcell
et al. (2012) suggested that strategic adjustment
in the level of the gate could explain the delayed
onset of movement-related neurons in the absence
of any modulation of visually responsive neurons.
Moreover, they demonstrated that this strategic
adjustment of gate could be couched in terms
of optimality. It has been previously suggested
that strategic modulation of accumulator threshold
could maximize reward rate, which is defined as the
proportion of correct responses per unit time (e.g.,
Gold & Shadlen, 2002; Lo & Wang, 2006). We
observed that strategic modulation of the level of
the gate could maximize reward rate in much the
same way (Purcell et al., 2012).

Summary and Conclusions

Here we reviewed some of our contributions
to a growing synergy of mathematical psychology
and systems neuroscience. Our starting point has
been a class of successful cognitive models of
perceptual decision-making that assume a stochastic
accumulation of perceptual evidence to a threshold
over time (Figure 15.2). Models of this sort
have long provided excellent accounts of response
probabilities and distributions of response times in a
wide range of perceptual decision-making tasks and
manipulations (e.g., see Nosofsky & Palmeri, 2015;
Ratcliff & Smith, 2015). We have extended these
models to account for response probabilities and
distributions of response times for awake behaving
monkeys to make saccades to target objects in
their visual field (Boucher et al., 2007a; Pouget
et al., 2011; Purcell et al., 2010, 2012). Applying
techniques common to mathematical psychology,
we instantiated different model architectures and
ruled out models that provided poor fits to observed
data.

These models have free parameters that govern
theoretical quantities like perceptual processing
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time, the starting point of accumulation, the drift
rate of accumulation, and the response threshold.
We constrained many of these parameters using
neurophysiology. Unlike some approaches that con-
strain parameters values based on neurophysiology,
often based on neural findings with rather large
confidence intervals, we replaced parameterized
model assumptions directly with recorded neuro-
physiology. Specifically, we sampled from neural
activity recorded from visually responsive neurons
in FEE feeding these spike trains directly into
stochastic accumulator models, thereby creating a
largely nonparametric neural theory of perceptual
processing time and the drift rate of accumulation.
Not only did this approach constrain computational
modeling, it also provided a direct test of the
hypothesis that the activity of visually responsive
neurons in FEF encodes perceptual evidence: This
neural code can be accumulated over time to predict
where and when the monkey moves its eyes (Purcell
etal., 2010,2012).

We also tested the hypothesis that movement-
related neurons in FEF instantate a stochastic
accumulation of evidence. Although it has long
been acknowledged that these neurons behave in
a way consistent with accumulator models (e.g.,
Hanes & Schall, 1996; Schall, 2001), we went
beyond qualitative description to test whether
movement neuron dynamics can be quantitatively
predicted by accumulator model dynamics. We
measured how the onset of activity, baseline activity,
rate of growth, and threshold varies with behavioral
response time in both movement-related neurons
and model accumulators, and we found close
correspondences for some models.

Not only does this test an hypothesis about the
theoretical role of FEF movement-related neurons
in perceptual decision-making, it also provides a
powerful means of contrasting models that other-
wise make indistinguishable behavioral predictions.
Our gated accumulator model, which enforces
accumulation of discriminative neural signals from
visually responsive neurons, not only accounted
for the detailed saccade behavior of monkeys,
but also predicted quantitatively the dynamics
observed in movement-related neurons in FEF,
whereas other models could not (Purcell et al.,
2010, 2012; see also Boucher et al., 2007a). This
gated accumulator model also suggests a potential
locus of cognitive control over perceptual decisions.
Increasing the gate may account for speed-accuracy
tradeoffs (Purcell et al., 2012) as well as stopping
behavior and trial history effects described by
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Boucher et al. (2007a) and Pouget et al. (2011),
respectively.

Turning to more general issues, our work has
confronted a common challenge in the develop-
ment of mathematical and computational mod-
els of cognition where competing models reach
a point where they make very similar predic-
tions, examples of which are discussed in other
chapters in this volume (Busemeyer, Townsend,
Wang, & Eidels, 2015). This could be a conse-
quence of true mimicry, where models assuming
vastly different mechanisms nonetheless produce
mathematically identical predictions that cannot
be distinguished behaviorally. Often, however,
it is that the current corpus of experimental
manipulations and measures are insufficient to
discriminate between competing models. Cognitive
modelers have long turned to predicting addi-
tional complexity in behavioral data to resolve
mimicry, going from predicting accuracy alone to
predicting response probabilities as well as response
times, and from predicting mean response-times to
predicting response, time distributions, including
those for correct and error responses. Indeed,
in our work reviewed here, predicting jointly
response probabilities and response time distribu-
tions yielded considerable traction in discriminating
between competing models. Unfortunately, outside
the mathematical psychology community, it is not
uncommon to hear researchers state with complete
confidence that response time distributions yield
no more useful information than response time
means, sadly unknowledgeable about the state of
reality (e.g., see Townsend, 1990). That said,
recognition is emerging, for example, that response
time distributions are key aspects of data that
theories of visual cognition needs to account for
(e.g., Palmer, Horowitz, Torralba, & Wolfe, 2011;
Wolfe, Palmer, & Horowitz, 2010), that response
time distributions provide challenging constraints
for low-level spiking neural models (e.g., Lo,
Boucher, Paré, Schall, & Wang, 2009), and
more generally that considerations of behavioral
variability can yield insights into neural processes
(e.g., Churchland et al., 2011; Purcell, Heitz,
Cohen, & Schall, 2012). But even joint modeling
of response probabilities and response-time distri-
butions may be insufficient to contrast competing
models.

Our work illustrates how neurophysiological
data can also help distinguish between models.
We have described cases in which two models fit
behavioral data equally well (Boucher et al., 2007a;



Purcell et al., 2010, 2012) but one model is more
complex than the other. With only behavioral
data and an appeal to parsimony, we would have
demanded the exclusion of the more complex
model in favor of the simpler one. However, in
order to successfully mapobserved neural dynamics
onto predicted model dynamics, the assumptions
of the more complex model were required. Key
here is that we believe that it is the important
to map between neural dynamics and model
dynamics, not between neural dynamics and model
parameters (see also e.g., Davis, Love, & Preston,
2012). Variation in model parameters need not
uniquely map onto variation in neural dynamics,
but predicted variation in model dynamics must.
And while we have demonstrated the theoretical
usefulness of neural data in adjudicating between
competing models, we do not believe that neural
data has any particular empirical primacy. Just
as mimicry issues can emerge when examining
behavioral measures like accuracy and response
time, analogous mimicry issues may be found at
the level of neurophysiology and neural dynamics.
Neural data are not necessarily more intrinsically
informative than behavioral data, but more data
provides additional constraints for distinguishing
between competing models.

More generally, our work allies with a growing
body of research supporting accumulator models
of perceptual decision making (e.g., Nosofsky &
Palmeri, 1997; Ratcliff & Rouder, 1998; Ratcliff &
Smith, 2004; Usher & McClelland, 2001), not
just as models that explain behavior but also
as models that explain brain activity measured
using neurophysiology (e.g., Boucher et al., 2007;
Churchland & Ditterich, 2012; Purcell et al., 2010,
2012; Ratcliff et al., 2003; but see Heitz & Schall,
2012, 2013), EEG (e.g., Philiastides, Ratcliff, &
Sajda, 2006), and fMRI (e.g., Turner et al., 2013;
van Maanen et al., 2011; White, Mumford, &
Poldrack, 2012). The relative simplicity of cognitive
models like accumulator models is a virtue in that
they are computationally tractable, making them
easily applicable across a wide range of phenomena
and levels of analysis.

Making explicit links to brain mechanisms does
expose complexities. Our focus here has been largely
on FEE but other brain areas have neurons with
dynamics that are visually responsive or movement-
related, including SC (Hanes & Wurtz, 2001;
Paré & Hanes, 2003) and LIP (Gold & Shadlen,
2007; Mazurek et al., 2003; Shadlen & Newsome,
2001). Compared to the relative simplicity of most

Box 1 Top-down versus Bottom-up
Theoretical Approaches

Computational cognitive neuroscience aims to
understand the relationship between brain and
behavior using computational and mathemat-
ical models of cognition. One approach is
bottom up. Theorists begin with fairly detailed
mathematical models of neurons based on
current understanding of cellular and molec-
ular neurobiology. A common approach is
to develop and test a single model of a
neural network built up from these detailed
models of neurons along with hypotheses about
their excitatory and inhibitory connectivity.
Although these neural models provide excellent
accounts of spiking and receptor dynamics of
individual neurons and may also account well
for emergent network activity, they may provide
only fairly coarse accounts of observed behavior,
have somewhat limited generalizability, and be
impractical to rigorously simulate and evaluate
quantitatively.

Another approach is top down (e.g.,
Forstman et al., 2011; Palmeri, 2014). Cog-
nitive models account for details of behavior
across multiple conditions, have significant
generalizability across tasks and subject
populations, and are often relatively easy to
simulate and evaluate. It is common to evaluate
multiple competing models and to test the
necessity and sufficiency of model assumption
with nested model comparison techniques.
Although these models do not provide the
same level of detailed predictions of spiking
and receptor dynamics, they can provide
predictions about the temporal dynamics of
neural activity at the same level of precision as
commonly summarized in neurophysiological
investigations, as we illustrated in our review. In
fact, Carandini (2012) suggested that bridging
between brain and behavior can only be done
by considering intermediate-level theories, that
the gap between low-level neural models and
behavior is simply a “bridge too far.” Although
he considered linear filtering and divisive
normalization as example computations that
may be carried out across cortex (Carandini
& Heeger, 2011), we consider accumulation
of evidence as a similar computation that may
be carried out in various brain areas, included
FEE These computations can simultaneously
explain behavioral and neural dynamics.
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stochastic accumulator models, there isa network
of brain areas involved in evidence accumulations
for perceptual decision making (Gold & Shadlen,
2007; Heekeren et al., 2008; Schall, 2001;
2004). Such mechanisms involving accumulation
of evidence for perceptual decision-making may
be replicated across different sensory and effector
systems in the brain, such as those for visually
guided saccades, but there may also be domain-
general mechanisms as well (e.g., Ho, Brown,
& Serences, 2009). Although the dynamics of
specific individual neurons within particular brain
areas mirror the dynamics of accumulators in
models, we also know that, within any given
brain area, ensembles of tens of thousands of
neurons are involved in the generation of any
perceptual decision. We need to understand the
scaling relations from simple accumulator models
to complex ensembles of thousands of neural
accumulators (Zandbelt, Purcell, Palmeri, Logan,
& Schall, 2014) and how to map the relatively few
parameters that define simple accumulator models
onto the great number of parameters that define
complex neural dynamics (Umakantha, Purcell, &
Palmeri, 2014).
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Glossary

drift rate: The mean rate of perceptual evidence accu-
mulation in a stochastic accumulator model of perceptual
decision-making.

frontal eye field: An area of prefrontal cortex that governs
whether, where, and when the eyes moves to a new location
in the visual field.

gated accumulator: A stochastic accumulator model that
includes a gate that enforces accumulation of discriminative
neural signals, a model which quantitatively accounts
for both behavioral and neural dynamics of saccadic eye
movement.

leakage: A weighted self-inhibition on the accumulation of
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perceptual evidence, turning a perfect integrator of percep-
tual evidence into a leaky integrator of perceptual evidence.

movement-related neurons: Neurons in FEF that show
little or no modulation to the appearance of the target
in the visual field but pronounced growth of spike rate
immediately preceding the production of a saccade.

perceptual decision-making: Perceptual decision-making
requires representing the world with respect to current task
goals and using perceptual evidence to inform the selection
of a particular action.

saccade: A ballistic eye movement of some angle and
velocity to a particular location in the visual field.

stochastic accumulator model: A class of computational
models that assume that noisy perceptual evidence is
accumulated over time from a starting point to a threshold,
allowing predictions of both response probabilities and
distributions of response times.

stop-signal task: A classic cognitive control paradigm in
which a primary go task is occasionally interrupted with a
stop signal.

visually responsive neurons: Visually responsive neurons
are neurons in FEF that respond to the appearance of an
object in their receptive field relative to that object’s salience
with respect to current task goals but show little or no
change in activity prior to the onset of a saccade
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