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I don’t think Beautiful Testing could have been proposed, much less published, when I started my career a decade ago. Testing departments were unglamorous places, only slightly higher on the corporate hierarchy than front-line support, and filled with unhappy drones doing rote executions of canned tests.

There were glimmers of beauty out there, though.

Once you start seeing the glimmers, you can’t help but seek out more of them. Follow the trail long enough and you will find yourself doing testing that is:

- Fun
- Challenging
- Engaging
- Experiential
- Thoughtful
- Valuable

Or, put another way, beautiful.

Testing as a recognized practice has, I think, become a lot more beautiful as well. This is partly due to the influence of ideas such as test-driven development (TDD), agile, and craftsmanship, but also the types of applications being developed now. As the products we develop and the
ways in which we develop them become more social and less robotic, there is a realization that testing them doesn’t have to be robotic, or ugly.

Of course, beauty is in the eye of the beholder. So how did we choose content for Beautiful Testing if everyone has a different idea of beauty?

Early on we decided that we didn’t want to create just another book of dry case studies. We wanted the chapters to provide a peek into the contributors’ views of beauty and testing. Beautiful Testing is a collection of chapter-length essays by over 20 people: some testers, some developers, some who do both. Each contributor understands and approaches the idea of beautiful testing differently, as their ideas are evolving based on the inputs of their previous and current environments.

Each contributor also waived any royalties for their work. Instead, all profits from Beautiful Testing will be donated to the UN Foundation’s Nothing But Nets campaign. For every $10 in donations, a mosquito net is purchased to protect people in Africa against the scourge of malaria. Helping to prevent the almost one million deaths attributed to the disease, the large majority of whom are children under 5, is in itself a Beautiful Act. Tim and I are both very grateful for the time and effort everyone put into their chapters in order to make this happen.

**How This Book Is Organized**

While waiting for chapters to trickle in, we were afraid we would end up with different versions of “this is how you test” or “keep the bar green.” Much to our relief, we ended up with a diverse mixture. Manifestos, detailed case studies, touching experience reports, and war stories from the trenches—Beautiful Testing has a bit of each.

The chapters themselves almost seemed to organize themselves naturally into sections.

**Part I, Beautiful Testers**

Testing is an inherently human activity; someone needs to think of the test cases to be automated, and even those tests can’t think, feel, or get frustrated. Beautiful Testing therefore starts with the human aspects of testing, whether it is the testers themselves or the interactions of testers with the wider world.

**Chapter 1, Was It Good for You?**

Linda Wilkinson brings her unique perspective on the tester’s psyche.

**Chapter 2, Beautiful Testing Satisfies Stakeholders**

Rex Black has been satisfying stakeholders for 25 years. He explains how that is beautiful.

**Chapter 3, Building Open Source QA Communities**

Open source projects live and die by their supporting communities. Clint Talbert and Martin Schröder share their experiences building a beautiful community of testers.
Chapter 4, *Collaboration Is the Cornerstone of Beautiful Performance Testing*

Think performance testing is all about measuring speed? Scott Barber explains why, above everything else, beautiful performance testing needs to be collaborative.

**Part II, Beautiful Process**

We then progress to the largest section, which is about the testing process. Chapters here give a peek at what the test group is doing and, more importantly, why.

**Chapter 5, Just Peachy: Making Office Software More Reliable with Fuzz Testing**

To Kamran Khan, beauty in office suites is in hiding the complexity. Fuzzing is a test technique that follows that same pattern.

**Chapter 6, Bug Management and Test Case Effectiveness**

Brian Nitz and Emily Chen believe that how you track your test cases and bugs can be beautiful. They use their experience with OpenSolaris to illustrate this.

**Chapter 7, Beautiful XMPP Testing**

Remko Tronçon is deeply involved in the XMPP community. In this chapter, he explains how the XMPP protocols are tested and describes their evolution from ugly to beautiful.

**Chapter 8, Beautiful Large-Scale Test Automation**

Working at Microsoft, Alan Page knows a thing or two about large-scale test automation. He shares some of his secrets to making it beautiful.

**Chapter 9, Beautiful Is Better Than Ugly**

Beauty has always been central to the development of Python. Neal Noritz, Michelle Levesque, and Jeffrey Yasskin point out that one aspect of beauty for a programming language is stability, and that achieving it requires some beautiful testing.

**Chapter 10, Testing a Random Number Generator**

John D. Cook is a mathematician and applies a classic definition of beauty, one based on complexity and unity, to testing random number generators.

**Chapter 11, Change-Centric Testing**

Testing code that has not changed is neither efficient nor beautiful, says Murali Nandigama; however, change-centric testing is.

**Chapter 12, Software in Use**

Karen N. Johnson shares how she tested a piece of medical software that has had a direct impact on her nonwork life.

**Chapter 13, Software Development Is a Creative Process**

Chris McMahon was a professional musician before coming to testing. It is not surprising, then, that he thinks beautiful testing has more to do with jazz bands than manufacturing organizations.

**Chapter 14, Test-Driven Development: Driving New Standards of Beauty**

Jennitta Andrea shows how TDD can act as a catalyst for beauty in software projects.
Chapter 15, Beautiful Testing As the Cornerstone of Business Success
Lisa Crispin discusses how a team’s commitment to testing is beautiful, and how that can be a key driver of business success.

Chapter 16, Peeling the Glass Onion at Socialtext
Matthew Heusser has worked at a number of different companies in his career, but in this chapter we see why he thinks his current employer’s process is not just good, but beautiful.

Chapter 17, Beautiful Testing Is Efficient Testing
Beautiful testing has minimal retesting effort, says Adam Goucher. He shares three techniques for how to reduce it.

Part III, Beautiful Tools
Beautiful Testing concludes with a final section on the tools that help testers do their jobs more effectively.

Chapter 18, Seeding Bugs to Find Bugs: Beautiful Mutation Testing
Trust is a facet of beauty. The implication is that if you can’t trust your test suite, then your testing can’t be beautiful. Andreas Zeller and David Schuler explain how you can seed artificial bugs into your product to gain trust in your testing.

Chapter 19, Reference Testing As Beautiful Testing
Clint Talbert shows how Mozilla is rethinking its automated regression suite as a tool for anticipatory and forward-looking testing rather than just regression.

Chapter 20, Clam Anti-Virus: Testing Open Source with Open Tools
Tomasz Kojm discusses how the ClamAV team chooses and uses different testing tools, and how the embodiment of the KISS principle is beautiful when it comes to testing.

Chapter 21, Web Application Testing with Windmill
Adam Christian gives readers an introduction to the Windmill project and explains how even though individual aspects of web automation are not beautiful, their combination is.

Chapter 22, Testing One Million Web Pages
Tim Riley sees beauty in the evolution and growth of a test tool that started as something simple and is now anything but.

Chapter 23, Testing Network Services in Multimachine Scenarios
When trying for 100% test automation, the involvement of multiple machines for a single scenario can add complexity and non-beauty. Isaac Clerencia showcases ANSTE and explains how it can increase beauty in this type of testing.

Beautiful Testers following a Beautiful Process, assisted by Beautiful Tools, makes for Beautiful Testing. Or at least we think so. We hope you do as well.
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According to the classical definition of beauty, something is beautiful if it exhibits both complexity and unity. Professor Gene Veith explained this idea in an editorial by describing two kind of paintings:

In painting a black canvas has unity, but it has no complexity. A canvas of random paint splatterings has complexity, but it has no unity.

Michelangelo’s painting of the Sistine Chapel ceiling has rich detail along with order and balance. It exhibits complexity and unity. It is beautiful.

Some works of beauty are easy to appreciate because both the complexity and the unity are apparent. I would say the Sistine Chapel falls in this category. However, other works require more education to appreciate because it takes knowledge and skill to see either the complexity or the unity. Modern jazz may fall into this latter category. The complexity is obvious, but the unity may not be apparent to untrained ears. Tests for random number generators may be more like modern jazz than the Sistine Chapel; the complexity is easier to see than the unity. But with some introduction, the unity can be appreciated.

What Makes Random Number Generators Subtle to Test?

Software random number generators are technically pseudo-random number generators because the output of a deterministic program cannot really be random. We will leave the “pseudo” qualification understood and simply speak of random number generators (RNGs). Even though the output of an RNG cannot actually be random, there are RNGs that do a remarkably good job of producing sequences of numbers that for many purposes might as well be truly random. But how do you know when the output of an RNG is sufficiently similar to what you would expect from a true random source?

A good RNG leads us to believe the output is random, so long as we look only at the output and don’t restart the sequence. This is our first hint that RNGs are going to be subtle to test: there is a tension in the requirements for an RNG. The output should be unpredictable from one perspective, even though it’s completely predictable from another perspective. Tests must verify that generators have the right properties from the perspective of user applications while not being distracted by incidental properties.

The idea of what constitutes a good RNG depends on how the RNG is applied. That is why, for example, a generator may be considered high-quality for simulation while being considered unacceptable for cryptography. This chapter looks at tests of statistical quality and does not address tests for cryptographical security.

Suppose we are asked to generate random values between 3 and 4. What if we wrote a program that always returned 3? That would not satisfy anyone’s idea of a random sequence, because something “random” should be unpredictable in some sense. Random values should jiggle around. So next we write a program that yields the sequence 3, 3.1, 3.2, ..., 4, 3, 3.1, 3.2, ... in a cycle. The output values move around, but in a predictable way. We shouldn’t be able to predict the next value of the sequence. The output values should spread out between 3 and 4, but not in such a simple way. Thinking about this leads to another reason RNGs are subtle to test: there’s no way to say whether a particular value is correct. We cannot test individual values; we have to look at things like averages.

Even when we look at averages, there are still difficulties. Suppose the output of a random number generator is supposed to have an average value of 7, and the first output value is 6.5. That’s OK, because the sequence does not (and should not) always return 7; it should just average to 7 in the long run. Should the next value be 7.5 so that the average is correct? No, that would make the second value predictable. So should the average work out to 7 after three outputs? No, then the third value would be predictable. We can never require the average to be exactly 7 after any fixed number of outputs. What we can say is that as we average over longer and longer output sequences, the average should often be close to 7. The weasel words “often” and “close” are the heart of the difficulty. These terms can be made precise, but it takes work to do so.
Since we must write tests that verify that certain things happen “often,” we have to quantify what we mean by “often.” And we cannot simply say “always.” This brings up a third reason why testing RNGs is subtle: any test we write will fail occasionally. If a test never fails, then it demonstrates a predictable attribute of our random number sequence. So not only can our tests fail from time to time, they should fail from time to time!

What are we to do if it is impossible in principle to write tests that will always pass? Ultimately, some subjective judgment is required. However, we can do better than simply printing out a list of output values and asking a statistician whether the sequence looks OK. It all goes back to the terms “often” and “close.” These two concepts are often traded off against each other. We can decide what “often” means and then pick the corresponding notion of “close.” If we want tests that should only fail around once in every 1,000 runs, we can pick a definition of “close” to make that happen. But only on average! Even a test that fails on average once every 1,000 runs may fail twice in a row.

**Uniform Random Number Generators**

It doesn’t make sense to ask for a program that generates random numbers without some further information. What kind of numbers: integers or floating-point? From what range? Should all values be equally likely, or should some values be more likely than others? In statistical terms, we need to know what distribution the numbers should follow. Only then can we test whether software satisfies the requirements.

The most fundamental RNG produces values from the unit interval† with all values equally likely. This is called a uniform RNG. When people say they want random numbers but give no further details, this is often what they have in mind. This is the most important random number generation problem because, once it is solved, we can bootstrap the solution to solve other problems. In other words, the grand strategy for generating random numbers is as follows:

1. Generate random values uniformly distributed in the interval (0, 1).
2. Transform those values into whatever other distribution you need.

The first step in this grand strategy is the hardest part. Fortunately, this problem has been solved for most practical purposes. There are uniform RNG algorithms, such as the Mersenne Twister,‡ that have been extensively studied by experts. These algorithms have good theoretical properties and have been through empirical gauntlets such as George Marsaglia’s DIEHARD battery of tests.§ It’s very easy to think you have created a good RNG when you haven’t, so

† Generators are inconsistent as to whether the end points should be included. In my opinion, excluding both end points causes the least difficulty. But some generators include one or both end points.


most of us should use a uniform RNG that has been vetted by experts. Implementations of these standard algorithms are easy to find.

Although most people will not need to come up with new algorithms for uniform random number generation, more people may need to come up with new implementations of standard algorithms, and of course these implementations will need to be tested. For example, you may need to test a port of a standard algorithm implementation to a new programming language. In that case, you could generate, say, a million values from the original generator, then set the same seed values in the new generator and verify that you get the exact same sequence of outputs. This is an exception to the rule that there are no deterministic tests for random number generators.

Most testers will be concerned with the second step of the grand strategy: testing code that transforms uniform random sequences into sequences with other distributions. Although very few people develop their own uniform generators, many people have reasons to develop custom nonuniform generators.

Nonuniform Random Number Generators

Suppose you want to decide how many cashiers to hire for a grocery store. If shoppers arrived at regular intervals and all took the same amount of time to check out, this would be a simple problem. But in reality, shoppers do not arrive like clockwork. Nor do they all take the same amount of time to check out. Some shoppers dart into the store for a pack of gum, whereas others come to stock up on a week’s worth of provisions for a family of eight.

There is an entire branch of mathematics called queuing theory devoted to studying problems like how many cashiers a grocery store needs. Often, queuing theory assumes that the time needed to serve a customer is exponentially distributed. That is, the distribution of service times looks like the function $e^{-x}$. A lot of customers are quick to check out, some take a little longer, and a few take very long. There’s no theoretical limit to how long service may take, but the probability decreases rapidly as the length of time increases, as shown in the first image that follows. The same distribution is often used to model the times between customer arrivals.

The exponential distribution is a common example of a nonuniform distribution. Another common example is the Gaussian or “normal” distribution. The normal distribution provides a good model for many situations: estimating measurement errors, describing the heights of Australian men, predicting IQ test scores, etc. With a normal distribution, values tend to clump around the average and thin out symmetrically as you move away from the middle, as shown in the second image that follows.

‖ The normal distribution was not so named to imply that it is “normal” in the sense of being typical. The name goes back to the Latin word *normalis* for perpendicular. The name has to do with a problem that motivated Carl Friedrich Gauss to study the distribution.
Software is readily available to generate random values from well-known distributions such as the exponential and the normal. Popular software libraries have often been very well tested, though not always. Still, someone using an RNG from a library would do well to write a few tests of their own, even if they trust the library. The point is not only to test the quality of the library itself, but also to test the user’s understanding of the library.
One of the most common errors along these lines involves misunderstanding parameterizations. For example, the normal distribution has two parameters: the mean $\mu$ and standard deviation $\sigma$. It is common for people to specify either the standard deviation $\sigma$ or the variance $\sigma^2$. If the documentation says an RNG gives samples from a normal $(3, 8)$ distribution, does that mean the standard deviation is 8 (and the variance is 64), or does it mean the standard deviation is $\sqrt{8}$ and the variance is 8?

To make matters worse, some of the most common differences in parameterization conventions don’t show up when using default values. For example, the standard deviation for a normal distribution defaults to 1. But if $\sigma = 1$, then $\sigma^2 = 1$ as well. Some people even parameterize the normal in terms of the precision, $1/\sigma^2$, but that also equals 1 in this case. A test using default values would not uncover a misunderstanding of the parameter conventions. The exponential distribution is similar. Some folks parameterize in terms of the mean $\mu$, and others use the rate $1/\mu$. Again the default value is 1, and so any confusion over whether to use mean or rate would be masked by the default parameterization.

No library is going to contain every distribution that every user would want. The C++ Standard Library, for example, provides only seven distributions, but there are dozens of distribution families in common use. New distributions that may be unique to a particular problem are invented all the time. Many people have to write custom nonuniform random number generators, and there are common techniques for doing so (inverse CDF transformation, accept-reject algorithms, etc.).

A Progression of Tests

If a nonuniform random generator has a high-quality uniform random number generator at its core, the main thing to test is whether the generator output has the correct distribution. Fortunately, tiny coding mistakes often result in egregious output errors, so simple tests may be adequate to flush out bugs. However, some bugs are more subtle, and so more sophisticated tests may be necessary. The recommendation is to start with the simplest tests and work up to more advanced tests. The simplest tests, besides being easiest to implement, are also the easiest to understand. A software developer is more likely to respond well to being told, “Looks like the average of your generator is 7 when it should be 8,” than to being told, “I’m getting a small $p$-value from my Kolmogorov-Smirnov test.”

Range Tests

If a probability distribution has a limited range, the simplest thing to test is whether the output values fall in that range. For example, an exponential distribution produces only positive values. If your test detects a single negative value, you’ve found a bug. However, for other distributions, such as the normal, there are no theoretical bounds on the outputs; all output values are possible, though some values are exceptionally unlikely.
There is one aspect of output ranges that cannot be tested effectively by black-box testing: boundary values. It may be impractical to test whether the endpoints of intervals are included. For example, suppose an RNG is expected to return values from the half-open interval $(0, 1]$. It may not be practical to verify that $1$ is a possible return value because it would only be returned rarely. Also, if algorithm incorrectly returned $0$, but did so rarely, it may not be detected in testing. These sort of boundary value errors are common, they can be hard to detect via testing, and they can cause software to crash.

**Mean Test**

One of the most obvious things to do to test a random number generator is to average a large number of values to see whether the average is close to the theoretical value. For example, if you average a million values from a normal random generator with mean $4$ and standard deviation $3$, you’d expect the average to be near $4$. But how near?

For the special case of the normal distribution, there’s a simple answer. The average of a sequence of independent normal values is itself a normal random value with the same mean. So if we average a million samples from a normal with mean $4$, the average will have a normal distribution with mean $4$. But the standard deviation of the mean is smaller than the standard deviation of the individual samples by a factor of $1/\sqrt{n}$, where $n$ is the number of samples. So in this example the average of our samples will have standard deviation $3/\sqrt{10^6} = 0.003$. An important rule of thumb about normal distributions is that samples will lie within $2$ standard deviations of the mean about $95\%$ of the time. That means if we take a million values from a normal random number generator with mean $4$ and standard deviation $3$, we would expect the average to be between $3.994$ and $4.006$ around $95\%$ of the time. However, such a test will fail about $5\%$ of the time. If you’d like your test to pass more often, make your criteria looser. For example, samples from a normal distribution are within $3$ standard deviations of the mean $99.7\%$ of the time, so testing whether the average of a million samples is between $3.991$ and $4.009$ will fail in only about three out of every thousand tests.

In summary, the way to test samples from a normal random number generator with mean $\mu$ and standard deviation $\sigma$ is to average $n$ values for some large value of $n$, say $n = 10^6$. Then look for the average to be between $\mu - 2\sigma/\sqrt{n}$ and $\mu + 2\sigma/\sqrt{n}$ around $95\%$ of the time, or between $\mu - 3\sigma/\sqrt{n}$ and $\mu + 3\sigma/\sqrt{n}$ around $99.7\%$ of the time.

In practice, exactly how often the tests fail might not be important. If there’s a bug that throws off the average of the random values, it’s likely your tests will fail every time. These kinds of errors are usually not subtle. Either the tests will pass most of the time or fail nearly every time. I cannot recall ever wondering whether a test was failing a little too often.

How do you test an RNG that doesn’t produce a normal distribution? How would you test, for example, an exponential RNG? There’s a bit of magic called the central limit theorem that says
if we average enough values, any distribution acts like a normal distribution. For an exponential distribution with mean $\mu$, the standard deviation is also $\mu$. If we average a million samples from that distribution, the average will very nearly have a normal distribution with mean $\mu$ and standard deviation $\mu/1,000$. As before, we can test whether the average falls between two or three standard deviations of what we expect.

The central limit theorem provides a better approximation for some distributions than others. The more the distributions start out looking something like a normal distribution, the faster the averages will converge to a normal distribution. However, even for distributions that start out looking nothing like a normal, the averages start to be approximately normal fairly quickly. However, as was mentioned earlier, we can often get by without paying too close attention to such details. Suppose you expect your test to fail about 5% of the time, but instead it fails 10% of the time. In that case you probably do not have a bug that is throwing off the average. And if the test fails every time, a bug is a more plausible explanation for the failure than any subtle behavior of the averages.

The only case that is likely to cause problems is if the distribution being tested does not even have a mean. For example, the Cauchy distribution looks something like a normal distribution, but goes to zero more slowly as you move away from the middle. If fact, it goes to zero so slowly that the mean value does not exist. Of course you can always take the average of any number of samples, but the averages are not going to settle down to any particular value. In that case, the central limit theorem does not apply. However, you could do something analogous to a mean test by testing the median, which always exists.

**Variance Test**

The mean test can flush out certain kinds of coding errors. However, it is easy to write incorrect code that will pass the mean test: always return the mean! For example, suppose an RNG is supposed to return values from a normal distribution with mean 4 and standard deviation 9. Code that always returns 4 will pass the test. Code that returns normal random values with mean 4 and variance 9 would also pass the mean test. The latter is more subtle and more likely to occur in practice.

The combination of a mean and variance test gives much more assurance that software is correct than just the mean test alone. Some software errors, such as the standard deviation–variance confusion just mentioned, leave the mean unaffected but will throw off the variance. Incidentally, it is a good idea to use widely different values for mean and standard deviation. Suppose software swapped the values of the mean and standard deviation parameters on input.

---

# Certain restrictions apply. See your probability textbook for details.

* If you really want to know the details of how quickly the averages converge to the normal distribution, look up the Berry-Esseen theorem.

Testing with samples from a normal with mean 7 and standard deviation 7 would not uncover such a bug. Testing with samples from a normal with mean −2 and standard deviation 7 would be much better because −2 is an illegal value for a standard deviation and should cause an immediate error if parameters are reversed.

Just as the mean test compares the mean of the samples to the mean of the distribution, the variance test compares the variance of the samples to the variance of the distribution. Suppose we compute the sample variance of some large number of outputs from an RNG; say, one million outputs. The outputs are random, so the sample variance is random.‡ We expect that it will “often” be “near” the variance of the distribution. Here we return to the perennial question: how often and how near?

As with testing the mean, the answer is simplest for the normal distribution. Suppose an RNG produces values from a normal distribution with variance $\sigma^2$. Let $S^2$ be the sample variance based on $n$ values from the RNG. If $n$ is very large, then $S^2$ approximately has a normal distribution with mean $\sigma^2$ and variance $2\sigma^4/(n-1)$.§ As before, we apply the idea that anything with a normal distribution will lie within two standard deviations of its mean 95% of the time.

For example, suppose we’re testing the variance of samples from a generator that is supposed to return values from a normal distribution with mean 7 and variance 25 (standard deviation 5). The mean value 7 is irrelevant for testing the variance. Suppose we compute the sample variance $S^2$ based on 1,000 values. Then $S^2$ should have mean 25 and variance $2\cdot5^4/999$. This would put the standard deviation of $S^2$ at about 1.12. Thus we would expect $S^2$ to be between 22.76 and 27.24 about 95% of the time.

If the random number generator to be tested does not generate values from a normal distribution, we fall back on the central limit theorem once again and gloss over the nonnormality. However, the use of the central limit theorem is not as justified here as it was when we were testing means. Typically, sample variances will be more variable than the normal approximation predicts. This means our tests will fail more often than predicted. But as before, we may not need to be too careful. Coding errors are likely to cause the tests to fail every time, not just a little more often than expected. Also, the tests in the following sections do a more careful job of testing the distribution of the samples and have a solid theoretical justification.

Just as some distributions do not have a mean, some distributions do not have a variance. Again, the Cauchy distribution is the canonical example. Calculating the sample variance of Cauchy random numbers is an exercise in futility. However, the following tests apply perfectly well to a Cauchy distribution.

‡ See http://www.johndcook.com/standard_deviation.html for how to compute sample variance. If you just code up a formula from a statistics book, you might be in for an unpleasant numerical surprise.

§ This isn’t the way this result is usually presented in textbooks. More precisely, $(n-1)S^2/\sigma^2$ has a $\chi^2(n-1)$ distribution, that is, a chi-squared distribution with $n-1$ degrees of freedom. But when $n$ is large, we can approximate the $\chi^2$ distribution with a normal and obtain this result.
Bucket Test

Suppose an RNG passes both the mean and the variance test. That gives you some confidence that the code generates samples from some distribution with the right mean and variance, but it’s still possible the samples are coming from an entirely wrong distribution.

To illustrate this potential problem, consider two generators. The first returns values from an exponential distribution with mean 1 (and hence standard deviation 1). The second returns values from a normal distribution with mean 1 and standard deviation 1. The mean and variance tests could not detect an error that resulted in calls to the two generators being swapped. What kind of test could tell the two generators apart? You could count how many values fall into various “buckets,” or ranges of values. For example, you could count how many output values fall between −1 and 0, between 0 and 2, and greater than 2. The difference between the distributions will be most obvious in the bucket of values between −1 and 0. The exponential generator will have zero values in that bucket, whereas the normal generator will have about 19% of its values in the same range. Usually we would be looking for more subtle cases where all buckets would have some values and the only question is whether some buckets have too many or too few samples. (What we call “the bucket test” here is commonly known as the chi-square ($\chi^2$) test.‖ And some people use the term “bin” where we use “bucket.”)

Here’s how to do a bucket test. Divide your output range into $k$ buckets. The buckets should cover the entire range of the output and not overlap. Let $E_i$ be the expected number of samples for the $i$th bucket, and let $O_i$ be the number of samples you actually observe. Then, compute the chi-square statistic:

$$\chi^2 = \sum_{i=1}^{k} \frac{(O_i - E_i)^2}{E_i}$$

If this value is too large, that says the observed counts are too different from the expected counts and so maybe our generator does not follow the right distribution. If this value is too small, that says the expected counts agree too well with the expected values and don’t have enough random variation.

The description here leaves several questions unanswered. How many buckets should you use? Where should you put them? How do you know when $\chi^2$ is too large or too small?

First we consider the number of buckets. If there are too few buckets, the test is not very demanding and errors could go undetected. On the other hand, if there are too many buckets, then we do not expect to find many samples in each bucket and the theoretical requirements of the test are not met. A common rule of thumb is that the expected number of samples in

each bucket should be at least five. This is no problem because we are generating our data rather than collecting it. We can determine our number of buckets first, then choose the number of samples $n$ so large that we expect well more than five samples in each bucket.

Next, how do we decide where to place the buckets? We could arbitrarily decide on, say, 10 buckets and pick the boundaries so that we expect an equal number of samples in each bucket. For example, if we wanted to test a Cauchy random number generator, we could use the Cauchy distribution function to find cutoff values $x_i$ for $i = 1, 2, 3, \ldots, 9$ so that we expect 10% of the samples to be less than $x_1$, 10% between $x_1$ and $x_2$, 10% between $x_2$ and $x_3$, on up to 10% of the values greater than $x_9$. Also, if you are particularly interested in some region, you could make that one of your buckets. For example, if someone is concerned that there are too many values greater than 17 for some generator, you could make a bucket for values greater than 17.

Finally, we address the range of values we should expect. If we have $b$ buckets, the statistic $\chi^2$ has a chi-square distribution with $b-1$ degrees of freedom. Since we’re generating our samples and can have as many as we want, we might as well make $b$ fairly large. (Remember to make the number of samples $n$ large enough so that each bucket is expected to have at least five samples.) Then we can approximate the chi-square distribution by a normal and not have to consult tables to find a typical range of values. For large $b$, a chi-square distribution with $b-1$ degrees of freedom has approximately the same distribution as a normal distribution with mean $b-1$ and variance $2b-2$. Then we can use the same rules as before regarding how often a normal random variable is within two or three standard deviations of its mean.

**Kolmogorov-Smirnov Test**

One shortcoming of the bucket test is that it is “chunky.” It is possible that a random number generator puts approximately the expected number of samples in each bucket and yet the samples are not properly distributed within the buckets. For example, suppose the bucket boundaries were at $m + 1/2$ for several integer values of $m$. If a bug in the random number generator causes all floating-point values to be rounded to the nearest integer, all samples would land exactly in the middle of the bucket. The counts in each bucket would not be affected by such a bug, and if the generator were otherwise correct, the bucket test would pass most of the time.

We would like a more fine-grained test of how the random samples are distributed. Here’s one way to proceed. Take a large number of samples $n$. For each sample $x_i$ we can compare the actual proportion of samples less than $x_i$ to the proportion of samples we would expect to have

---


* In case you’re curious: $x_i = \tan(\pi(0.1 \cdot i - 0.5))$. 
seen. In other words, we will compare the empirical distribution function with the theoretical distribution function. The empirical distribution is defined as:

\[
F_n(x) = \frac{\text{the number of } x \text{ values } \leq x}{n}
\]

and the theoretical distribution function \( F(x) \) is the theoretical probability of the RNG returning a value no greater than \( x \). We want to look at the differences between \( F(x) \) and \( F_n(x) \). In short, we want to do a direct comparison of the theoretical and empirical distribution of values. This is the idea behind the Kolmogorov-Smirnov (K-S) test.†

To carry out the test, we calculate two numbers:

\[
K^+ = \sqrt{n} \max_{x} (F_n(x) - F(x))
\]

\[
K^- = \sqrt{n} \max_{x} (F(x) - F_n(x))
\]

Aside from the factor \( \sqrt{n} \), the number \( K^+ \) is the maximum amount by which the empirical distribution exceeds the theoretical distribution. Similarly, \( K^- \) is the maximum amount by which the theoretical distribution exceeds the empirical distribution, multiplied by \( \sqrt{n} \). If the theoretical and empirical distributions were to line up perfectly, \( K^+ \) and \( K^- \) would both be zero. It would be almost impossible for \( K^+ \) or \( K^- \) to be zero in practice, and values near zero are suspicious. At the other extreme, if the theoretical and empirical distributions do not line up well, either \( K^+ \) or \( K^- \) would be large and indicate a problem. So what would be suspiciously small and suspiciously large values of our statistics?

With the previous test, we appealed to the central limit theorem to reduce our problem to a normal distribution. That’s not going to work here. We’re going to pull a rabbit out of the hat and give range values without saying where they came from. For large \( n \), we expect \( K^+ \) to be between 0.07089 and 1.5174 around 98% of the time. How large does \( n \) need to be for this to hold? Values of \( n \) that you would want to use for testing, say \( n = 1,000 \), are more than big enough. Donald Knuth’s book gives more details concerning the K-S test, such as an explanation of where the range values come from and how to find your own values based on how often you want the test to pass.

If the K-S test usually passes, this is strong evidence that the transformation from uniform to nonuniform random values was implemented correctly. In that case, if the uniform RNG is trustworthy, then the nonuniform generator is trustworthy. Of course it is possible that a bug could still slip through the process, but this is unlikely. If the K-S test fails, examining the values of \( x \) that determine \( K^+ \) and \( K^- \) could help developers locate the bug in the RNG.

Conclusions

Tests for evaluating RNGs can exhibit complexity as well as unifying order. Such tests are beautiful by the classical definition of beauty. RNGs are complex because they are deterministic programs that must give the illusion of being nondeterministic. Tests of RNGs are at least as complex as the generators they validate. These tests are complex because we can seldom say anything absolute about how the RNG should behave. We have to be content with statements about how they should usually behave.

There are several unifying principles in testing random number generators:

- Tests boil down to saying some statistic should often be inside a certain range. The more demanding your idea of “often” is, the wider your range must be.
- Nonuniform RNGs transform the output of uniform RNGs. If you have confidence in your uniform RNG, you only have to test the distribution properties of your nonuniform RNG. The more subtle properties of randomness are inherited from the uniform RNG and do not need to be as carefully tested.
- Precise analysis of random sequences requires advanced statistics, and yet we can get a lot of mileage out of one simple observation: samples from a normal distribution are often within two or three standard deviations of their mean.
- We do not have to look too closely at how often tests pass. Correct generators usually pass tests, and buggy generators usually fail.
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